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#### Abstract

We use a state of the art climate model (CAM3-CLM3) to investigate the sensitivity of surface climate and land surface processes to treatments of snow thermal conductivity. In the first set of experiments, the thermal conductivity of snow at each grid cell is set to that of the underlying soil (SC-SOIL), effectively eliminating any insulation effect. This scenario is compared against a control run (CTRL), where snow thermal conductivity is determined as a prognostic function of snow density. In the second set of experiments, high (SC-HI) and low (SC-LO) thermal conductivity values for snow are prescribed, based on upper and lower observed limits. These two scenarios are used to envelop model sensitivity to the range of realistic observed thermal conductivities. In both sets of experiments, the high conductivity/low insulation cases


[^0]show increased heat exchange, with anomalous heat fluxes from the soil to the atmosphere during the winter and from the atmosphere to the soil during the summer. The increase in surface heat exchange leads to soil cooling of up to 20 K in the winter, anomalies that persist (though damped) into the summer season. The heat exchange also drives an asymmetric seasonal response in near-surface air temperatures, with boreal winter anomalies of +6 K and boreal summer anomalies of -2 K . On an annual basis there is a net loss of heat from the soil and increases in ground ice, leading to reductions in infiltration, evapotranspiration, and photosynthesis. Our results show land surface processes and the surface climate within CAM3-CLM3 are sensitive to the treatment of snow thermal conductivity.
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## 1 Introduction

Snow cover is a major component of the cryosphere and the climate system (e.g. Barnett et al. 1989; Cess et al. 1991; Cohen and Rind 1991; Cohen and Entekhabi 1999). In the Northern Hemisphere, snow covers (on average) $\sim 1.9$ million $\mathrm{km}^{2}$ at its minimum extent in August and $\sim 45.2$ million $\mathrm{km}^{2}$ at its maximum extent in January (Barry et al. 2007). Snow covers a much more restricted area in the Southern Hemisphere, $\sim 14.5$ million $\mathrm{km}^{2}$ (mostly over Antartica), with limited seasonal melting along the Antarctic peninsula and western Antarctic coast. The extent and depth of snow in the Northern Hemisphere displays substantial interannual variability, making it one of the most important seasonally and interannually varying
components of the land surface (Armstrong and Brodzik 2005; Barry et al. 2007; Brown 2000). The vast majority of model studies investigating the role of snow cover in the climate system have focused on the effect of snow on the land surface albedo (e.g., Cess et al. 1991; Hall 2004; Hall and Qu 2006; Qu and Hall 2006; Randall et al. 1994). Snow, typically, has a higher albedo than either bare ground or vegetation, and the presence of snow can lead to sharp increases in reflected radiation, leading to lower surface temperatures. Through its modulation of surface albedo, snow cover is considered an important feedback within the climate system, especially when amplified by the retreat and advance of boreal vegetation (e.g., Bonan et al. 1992; Gallimore et al. 2005).

Few investigations within the climate modeling community have looked at the role of snow from the perspective of thermal conductivity. Snow has a relatively low thermal conductivity compared to many materials, including mineral soil and organic matter, making it an effective thermal insulator (Goodrich 1982; Sokratov and Barry 2002; Zhang et al. 1996, 1997, 2005). The conductivity changes over time, and typical conductivities range from 0.10 (for fresh or new snow) to 0.50 (for compacted or partially melted snow) $\mathrm{W} \mathrm{m}^{-1} \mathrm{~K}^{-1}$ (Zhang 2005). The total insulation effect can also be altered by changing snow amount; i.e. snow presence or absence and snow depth (Sokratov and Barry 2002). Snow effectively retards heat exchange between the soil and the overlying atmosphere, allowing soils to maintain temperatures of $10-15 \mathrm{~K}$ warmer than the overlying atmosphere during winter (e.g., Molders and Walsh 2004). This insulative effect is greatest during the fall and early winter, when snow is less dense and a more effective insulator; this contrasts with the albedo effect of snow, which is greatest during the spring, when solar insolation rates are higher (Ling and Zhang 2003; Vavrus 2007; Zhang et al. 2001; Zhang 2005).

Through its modulation of soil-atmosphere heat exchange, snow is an important variable for permafrost and active layer modeling (e.g., Shiklomanov and Nelson 1999; Sazonova and Romanovsky 2003). In some cases it may even be the dominant controlling factor on whether permafrost is present or absent (Zhang 2005). By modifying the snow thermal regime, insulation from snow cover can also indirectly affect soil hydrology by affecting the relative proportion of ice versus liquid water content in the soil, altering rates of infiltration, drainage, and runoff (Cary et al. 1978; Luo et al. 2003; Niu and Yang 2006; Willis et al. 1961). Changes in soil temperatures and hydrology can further cascade to influence ecological processes, particularly at high latitudes where there is concern about land surface and carbon cycle feedbacks to climate change. These include changes in soil microbial activity, plant
nutrient availability, and vegetation (Chapin et al. 1995; Sturm et al. 2001, 2005).

Given how important snow is for regulating soil temperatures in certain regions, it is worth considering how sensitive climate models are to the parameterization of snow thermal conductivity, and what this important variable means for the surface climate and land surface processes within these models. We conduct several modeling experiments using the atmosphere and land components from a general circulation model. Our experiments are designed to illuminate how sensitive the climate system and land surface are to treatments of snow thermal conductivity. In the first, purely theoretical case, we set the thermal conductivity of the snow equal to that of the first soil layer below. This experiment essentially removes any insulative effect and is designed to explore the full sensitivity of the model climate. The results are compared against a control simulation with prognostic snow thermal conductivity. Second, we set the thermal conductivity of the snow to maximum and minimum values, based on a review of observed values (Zhang 2005). These latter two experiments, therefore, are designed to give insight into how the climate and ground thermal regime may respond within more realistic bounds.

## 2 Methods

### 2.1 Model description

We use the atmosphere and land models from the National Center for Atmospheric Research (NCAR) Community Climate System Model version 3 (CCSM3; Collins et al. 2006). CCSM3 shows substantial improvements in the simulations of sea ice, polar radiation budgets, sea surface temperatures, and cloud radiative effects, compared to previous versions of the model. In fully coupled mode, it produces a stable mean climate without flux adjustments.

The atmospheric model we use is the community atmosphere model version 3 (CAM3) (Hurrell et al. 2006). This model is the sixth generation of atmospheric general circulation models developed by the climate community in collaboration with the National Center for Atmospheric Research. The model features improvements to the parameterizations of moist processes, radiation processes, and aerosols (Collins et al. 2004, 2006) compared with its predecessor, CAM2. CAM3 includes more physically realistic treatments of cloud and precipitation processes, including explicit computation of snow (Boville et al. 2006). The model shows improved simulations of precipitation over the previous version, although the model still overestimates precipitation poleward of the extratropical storm tracks (Hack et al. 2006). The model was run using

Eulerian spectral dynamics with T42 spectral truncation (approximately $2.8^{\circ}$ in latitude and longitude) with 26 levels in the vertical and a $20-\mathrm{min}$ time step. The land model is the community land model version 3 (CLM3), operating on the same spatial grid as CAM3. CLM3 simulates energy, moisture, and momentum fluxes between the land and atmosphere, the hydrologic cycle at the land surface, and soil temperature (Bonan et al. 2002; Oleson et al. 2004; Dickinson et al. 2006). There is a warm bias for the cold season in CAM3-CLM3, primarily at high latitudes, due to excessive low clouds produced by CAM3 that increase downward longwave radiation fluxes (Dickinson et al. 2006). This bias leads to higher than observed winter precipitation and higher than observed snow depths. Additionally, the snow model does not account for sublimation from blowing snow, a process that can lead to significant losses of snow mass (Hinzman et al. 1996; Kane et al. 1991; Serreze et al. 2003). Neglecting this process leads to simulated snow packs that are deeper than observed and subsequent spring runoff that is too high. Due to an oversight, CLM3 does not allow for snow aging except in snow deep enough to have five layers (deeper than about 0.5 m ). Fully implemented snow aging would have lowered the albedo for older snow, although CLM3 already underestimates springtime albedo in snow-covered areas relative to satellite estimates (Lawrence and Chase 2007). The version of CLM3 used in these experiments includes substantial improvements to the land surface hydrology (Lawrence et al. 2007). These improvements help reduce a dry soil bias in the standard version CLM3, leading to better simulations of photosynthesis and vegetation dynamics, increased transpiration and infiltration of water into the soil, and improved partitioning of evapotranspiration among canopy evaporation, bare soil evaporation, and transpiration. The current version of CLM3 does not include an organic matter layer, has a soil column depth of only 3.43 m , and solves temperature dynamics in a two-step procedure. These factors lead to inaccurate simulations of permafrost and soil temperatures over many areas, compared to observations (Alexeev et al. 2007; Nicolsky et al. 2007). For 20th century climate, however, the model does a reasonable job reproducing the current permafrost distribution (Lawrence and Slater 2005).

Thermal conductivity of the snow in CLM3 is based on Jordan (1991):

$$
\begin{align*}
\lambda_{\text {sno }}= & \lambda_{\text {air }} \\
& +\left(7.75 \times 10^{-5} \rho_{\text {sno }}+1.105 \times 10^{-6} \rho_{\text {sno }}^{2}\right)\left(\lambda_{\text {ice }}-\lambda_{\text {air }}\right) \tag{1}
\end{align*}
$$

where $\lambda_{\text {sno }}$ is snow thermal conductivity, $\lambda_{\text {air }}$ is air thermal conductivity, $\lambda_{\text {ice }}$ is ice thermal conductivity, and
$\rho_{\text {sno }}$ is the snow density. As snow density increases, either through increasing snow mass or decreasing snow height (compaction), the thermal conductivity increases, reducing the insulative effect. This behavior is designed to mimic what happens in nature, where snow compaction or melting reduces the air content of a given volume of snow, a common result towards the end of the snow season. Within CLM3, compaction occurs as a result of destructive metamorphism (function of temperature), overburden (function of snow load pressure), and melting/refreezing (also a function of temperature) (Oleson et al. 2004). In our control run of CLM, the interquartile range for $\lambda_{\text {sno }}$ is $0.149-0.459$ for the Northern Hemisphere and 0.532-0.684 for the Southern Hemisphere. Median $\lambda_{\text {sno }}$ values from our control simulation are shown in Fig. 1. For much of the Northern Hemisphere, a clear seasonality in $\lambda_{\text {sno }}$ is apparent. Values are low in the beginning of the snow season (SON and DJF), and increase towards the end (MAM). Over certain regions, notably Greenland and Antarctica, there is little seasonal change in $\lambda_{\text {sno }}$. These areas have snow depths of up to 3 m (Fig. 2) and persistent snow cover (Fig. 3) year round. Because the snow persists seasonally and interannually, the snow column is dominated by the older, compacted snow, and this is reflected in the higher conductivities. Greenland makes up a relatively small proportion of the snow covered land in the Northern Hemisphere, at least during winter, and has little impact on the total hemispheric distribution of conductivity values. Conversely, Antarctica makes up most of the snow-covered area in the Southern Hemisphere, and the distribution of $\lambda_{\text {sno }}$ values in the Southern Hemisphere largely reflects this. Certain areas (Fig. 1, in red) also show exceptionally high values for $\lambda_{\text {sno }}$ (these values exceed the high end of the color scale, which was scaled back for greater contrast at low values). Around Greenland, these values are in the range of $2-3 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1}$ over areas with persistently deep snow. These high values also typically appear in warmer seasons or around the margins of the snow-covered area; values can range as high as $5-20 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1}$. These high thermal conductivities fall well outside the range of typical observed values, but we note that, within the model, the abnormally high values typically occur in areas with very shallow snow depths (Fig. 2) and low fractional snow coverage (Fig. 3). These are situations where the effectiveness of snow as a ground insulator would be small anyway, and it should have little impact on our results. For comparison, we show climatological observations of snow cover in Fig. 4 to compare against our control simulation (Fig. 3). Observations are only available for the Northern Hemisphere. Direct comparison is difficult for a variety of reasons, including different spatial


Fig. 1 Seasonal plots of prognostic snow thermal conductivity from thirty years of our control run

though there is a tendency to underestimate snow cover fraction through all four seasons. Previous studies have shown that fractional snow coverage in CCSM3 is biased


Fig. 3 As Fig. 1, but for snow cover fraction


JJA Fractional Snow Coverage (unitless), Climatology


Fig. 4 Seasonal (DJF, MAM, JJA, SON) climatology of observed snow cover fraction (data from http://climate.rutgers.edu/snowcover/)
low compared to observations, and is also low compared to other models (Frei and Gong 2005).

The soil thermal conductivity (used in place of the prognostic snow thermal conductivity in experiment SC-

SOIL, described later) is based on Farouki (1981), determined as a function of soil properties (sand/silt/clay content, porosity, bulk density), degree of saturation, liquid water content, and ice content (Oleson et al. 2004). As soil


Fig. 5 Seasonal cycles in 2-m air temperatures over land (Kelvins) from the Willmott-Matsura validation dataset and our model simulations (CTRL, SC1, SC5, and SC-SOIL). Shown are the cycles from the Northern Hemisphere, Southern Hemisphere, and land areas north of $45^{\circ}$ N
water content (liquid or ice) increases, the conductivity increases as well.

### 2.2 Experimental setup

Our study looks at climate and land surface responses to snow thermal conductivity values based on both theoretical limits and more realistic values. The theoretical approach (used in so-called 'maximum effect' experiments) has been used extensively over the history of climate modeling to examine the maximum sensitivity of climate models to various boundary conditions. Examples include studies where evapotranspiration from the land surface is turned off (Shukla and Mintz 1982), where global vegetation is alternated between desert and forest (Kleidon et al. 2000), and where snow is completely removed from the land surface by turning it to liquid water equivalent when it
reaches the surface (Vavrus 2007). More recently, studies have begun using prescribed, but realistic, boundary conditions to look at climate sensitivity within more physically reasonable bounds. These include studies of the effect of minimum/maximum sea ice extents (Alexander et al. 2004), historical and current land cover (Matthews et al. 2003; Brovkin et al. 2006), and realistic irrigation (Boucher et al. 2004).

We ran four simulations for 30 years with climatological sea surface temperatures and sea ice concentrations, and satellite observations of the seasonal cycle in vegetation. The first 10 years were discarded as spin up, and the latter 20 years used for comparison and statistical testing between simulations. In the CTRL case, the thermal conductivity of the snow was allowed to vary, as a function of equation (1). In SC-SOIL, the thermal conductivity of the snow was set to the thermal conductivity of the soil for each underlying grid cell, essentially removing any


Fig. 6 As Fig. 4, but for precipitation rate (mm per day )
insulative effect. In SC-HI, the conductivity was set to $0.50 \mathrm{~W} \mathrm{~m}^{-1} \mathrm{~K}^{-1}$ (higher conductivity, decreasing the insulative effect), and in SC-LO it was set to 0.10 W $\mathrm{m}^{-1} \mathrm{~K}^{-1}$ (lower conductivity, increasing the insulative effect). For our analysis, we compare (using a two-sided Student's $t$ test) SC-SOIL against CTRL and SC-HI against

SC-LO. The first comparison is our purely theoretical case, designed to address the maximum influence of the snow conductivity within the climate model. The second comparison, setting static thermal conductivities based on observed ranges, is intended to show the sensitivity of the model to a more realistic range of conductivities.


Fig. 7 A comparison between scenarios of the seasonal cycles in snow covered area, column averaged soil temperature, ground ice content, and runoff, for land areas north of $45^{\circ} \mathrm{N}$

## 3 Results and discussion

All difference maps show seasonal or annual differences, with insignificant differences $(P>0.05)$ masked out, as determined by a two-sided Student's $t$ test. Difference maps compare high conductivity/low insulation cases (SCSOIL and SC-HI) against cases with lower conductivity/ higher insulation (CTRL and SC-LO). The comparisons are SC-SOIL minus CTRL (our theoretical case) and SC-HI minus SC-LO (our case with observed high and low snow conductivity values). Our results and discussion are focused on land regions in the mid to high northern latitudes ( $>45^{\circ} \mathrm{N}$ ), an area that experiences extensive snow cover during the boreal winter season and a pronounced seasonal cycle in snow covered area. Here we expect the insulative effect of the snow cover to be most important. To ensure that the model reaches an equilibrium state after 10 years, we look at trends in the soil temperatures north of $45^{\circ} \mathrm{N}$ (Table 1). There are significant ( $P \leq 0.10$ ) negative soil temperature trends in SC-SOIL and SC-HI, and significant positive trends in SC-LO. These trends, however, are anchored by the first 10 years of simulation (our spin up period). In the latter 20 years, the trends essentially disappear and become insignificant. Since soil temperatures are likely the longest memory component within our simulations, we can be reasonably assured that the model has reached a new equilibrium and the last 20 years are

Table 1 Trends (based on a linear least squares regression) in column averaged soil temperatures above $45^{\circ} \mathrm{N}$

| Trend in soil temperatures (K per year) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Simulation | Years 1-30 |  | Years 1-10 |  | Years 10-30 |  |
|  | Slope | $P$ value | Slope | $P$ value | Slope | $P$-value |
| CTRL | -0.001 | 0.701 | -0.035 | 0.141 | -0.002 | 0.768 |
| SC-SOIL | -0.017 | 0.037 | -0.149 | 0.009 | -0.004 | 0.619 |
| SC-HI | -0.015 | 0.067 | -0.098 | 0.064 | -0.007 | 0.545 |
| SC-LO | 0.009 | 0.018 | 0.055 | 0.007 | 0.003 | 0.596 |

Shown are the trends in units of K per year for the entire time period of simulation (years $1-30$ ), the spin up period (years $1-10$ ), and the scenario comparison period (years 10-30). Significant trends ( $P$ $\leq 0.10$ ) are highlighted in bold
valid for our scenario comparisons. We begin with a comparison of the seasonal cycles for a selected group of variables among our simulations, and then examine spatial differences and their significance.

### 3.1 Seasonal cycles

We compare area averaged climatological seasonal cycles of temperature and precipitation over land from our model runs against validation data from the dataset of Willmott


Fig. 8 Differences in heat flux into the ground (units of $\mathrm{W} \mathrm{m}^{-2}$ ) for SC-SOIL minus CTRL and SC-HI minus SC-LO. Positive values represent an anomalous heat flux from the atmosphere to the ground; negative values indicate and anomalous heat flux from the ground to

the atmosphere. Top row shows results from boreal winter (DJF) comparison, bottom row shows results from boreal summer (JJA) comparison


Fig. 9 Differences in mean soil column temperature $\left({ }^{\circ} \mathrm{C}\right)$ for SC-SOIL minus CTRL and SC-HI minus SC-LO, for seasons DJF and JJA. Top row shows results from boreal winter (DJF) comparison, bottom row shows results from boreal summer (JJA) comparison


Fig. 10 Differences in 2-m air temperature $\left({ }^{\circ} \mathrm{C}\right)$ for SC-SOIL minus CTRL and SC-HI minus SC-LO, for seasons DJF and JJA. Top row shows results from boreal winter (DJF) comparison, bottom row shows results from boreal summer (JJA) comparison

Fig. 11 Annual differences in mean soil ice content $\left(\mathrm{kg} \mathrm{m}^{-2}\right)$ for SC-SOIL minus CTRL and SC-HI minus SC-LO

Annual Soil Ice Content Difference, kg/m2 (SC-SOLL minus SC-CTRL)

and Matsuura (2000). We make this comparison for three regions separately: the Northern Hemisphere, the Southern Hemisphere, and land areas north of $45^{\circ} \mathrm{N}$ (our main region of interest).

Results from our CTRL simulation compare favorably to results from previous validation studies (Dickinson et al. 2006). For temperature (Fig. 5), our CTRL simulation captures the seasonal cycle well in all three regions. A major discrepancy is the previously mentioned warm bias in the model, most pronounced during the winter seasons (DJF in the Northern Hemisphere, JJA in the Southern Hemisphere). Differences between the model scenarios are most clearly seen in the $>45^{\circ} \mathrm{N}$ graph. Beginning in October, SC-HI and SC-SOIL air temperatures begin to show differences from SC-LO and CTRL. These differences increase through the early winter, with warmer temperatures in the high conductivity scenarios of about $1-3 \mathrm{~K}$ in December, showing the relatively higher importance of the thermoinsulative effect of snow cover during the fall and winter than the spring. Beginning in March, the sign of the scenario differences actually reverses, with the high conductivity scenarios showing slightly cooler near-
surface air temperatures. In this case, lower soil temperatures (discussed later) drive an increased heat flux from the atmosphere to the soil, cooling the near-surface air temperatures.

For precipitation, the model shows a clear wet bias with a dampened seasonal cycle, especially during the winter in the Northern Hemisphere (Fig. 6). Model run differences are clearest for spring and summer above $45^{\circ} \mathrm{N}$; here the low conductivity scenarios show higher precipitation rates than the high conductivity scenarios. This finding is most likely due to land surface hydrology changes in the high conductivity scenarios, which lead to reduced evapotranspiration and cloud cover (discussed later).

We also show seasonal cycles from our simulations for snow-covered area, column averaged soil temperature, soil ice, and runoff, north of $45^{\circ} \mathrm{N}$ (Fig. 7). Consistent with lower surface air temperatures, SC5 and SC-SOIL show a more extensive snow covered area in the spring and later winter. The simulations begin to diverge in February, and the differences increase through the spring, indicative of a delayed seasonal snowmelt from lower surface air temperatures in the high conductivity cases. Soil temperatures

Fig. 12 Annual differences in volumetric soil moisture content $\left(\mathrm{mm}^{3}\right.$ per $\mathrm{mm}^{3}$ ) for SC-SOIL minus CTRL and SC-HI minus SC-LO

are also lower in these high conductivity simulations, with peak anomalies during the boreal winter (February and March) that become damped into the spring and summer. For the theoretical comparison (SC-SOIL minus CTRL), area averaged soil temperatures differences are -7 to -8 K ; for the realistic comparison (SC5 minus SC1) the differences are about -4 to -5 K . Our static low conductivity scenario, SC 1 , shows slightly higher soil temperatures compared to CTRL $(+1 \mathrm{~K})$. Along with changes in soil temperatures, the simulations show pronounced differences in the proportion of soil moisture existing as ground ice, expressed relative to total soil moisture (solid and liquid). Increases (in SC1 and SCSOIL) are as high as $20 \%$ during the winter months, compared to CTRL and SC1, and these anomalies persist through the year. By reducing soil permeability, increased ground ice also affects runoff. The timing of spring runoff remains the same, peaking in May and corresponding to the spring snowmelt, but the magnitudes differ sharply. Simulations with higher proportions of ground ice show higher runoff rates; the increases exist throughout the year, but are largest during the April-June period.
3.2 Soil and air temperatures

In both sets of comparisons (SC-SOIL minus CTRL and SC-HI minus SC-LO) there is an asymmetric seasonal response in the ground heat flux (Fig. 8). During the boreal winter period (DJF), heat flux anomalies in the boreal regions of the Northern Hemisphere are from the ground to the atmosphere, over areas that experience persistent snow cover over most of the winter: the snow pack first forms in the autumn or late summer, building in mass and extent until the spring melt. The snow acts as a persistent layer of insulation, retarding heat exchange between the soil and atmosphere and, as a result, winter soil temperatures can be much higher than the overlying atmosphere. By either removing or severely reducing the insulative effect (as in the SC-SOIL and SC-HI cases), heat exchange is increased, and anomalous heat flow is directed from the soils to the atmosphere. The winter heat loss from the soils is substantial enough to lead to much lower soil temperatures, with anomalies persisting throughout the year (Fig. 9). Column averaged soil temperatures are up to 20 K lower in some regions during the winter, and on the order of 5-6 K

Fig. 13 Annual differences in infiltration rate (mm per day) for SC-SOIL minus CTRL and SCHI minus SC-LO

lower during the summer (JJA) season. The lower summer soil temperatures increase the temperature gradient between the soil and atmosphere. The increased temperature gradient explains the JJA heat flux anomalies from Fig. 8, where the anomalous heat flux is directed into the ground from the warmer atmosphere to the cooler soils. The alterations to the snow thermal conductivity, and subsequent changes in soil heat flux and soil temperatures, are enough to significantly influence near-surface air temperatures (Fig. 10). Anomalies are largest during the DJF period in the Northern Hemisphere, especially over Eurasia, where extensive, positive temperature anomalies reach 3-5 K. Temperature anomalies are reduced in magnitude and extent, and reversed in sign, for the JJA season, where negative anomalies of $1-2 \mathrm{~K}$ occur over roughly the same regions.

The seasonal response for all variables is generally of opposite sign in the Southern Hemisphere, confined predominately over Antarctica, where snow persists year round. Anomalous ground heat fluxes during Austral summer (DJF) are directed from the atmosphere into the soil, during the Austral winter (JJA) they reverse and the
anomalous flux is from the soil to the atmosphere. Soil and air temperature anomalies are damped, relative to the Northern Hemisphere, but are still present and controlled by the same mechanisms that explain the patterns north of the equator.

### 3.3 Surface hydrology and photosynthesis

The extensive reduction in soil temperatures has a significant effect on soil hydrology. Annual average ground ice content (Fig. 11) increases, mirrored by roughly equal decreases in soil liquid water content (not shown). Total volumetric soil moisture content (both ice and liquid) changes as well (Fig. 12), showing some minor (but significant) increases over large regions of the Northern Hemisphere, as well as some areas of decreased moisture.

The total soil moisture changes are driven by several processes. As the ice content in the soil increases, pore spaces within the soil matrix become filled and infiltration of water into the soil decreases (Fig. 13). Surface water inputs that would normally recharge the soil instead get
Table 2 Selected surface variables, averaged over the Northern Hemisphere mid to high latitudes ( $45^{\circ} \mathrm{N}-90^{\circ} \mathrm{N}$ )

| Area average ( $45^{\circ} \mathrm{N}-90^{\circ} \mathrm{N}$ ) surface energy fluxes ( $\mathrm{W} \mathrm{m}{ }^{-2}$ ) DJF |  |  |  |  |  |  | MAM |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Latitude } 45^{\circ}-90^{\circ} \\ & \text { Flux } \end{aligned}$ | CTRL | SC1 | SC5 | SC-NONE | Difference SC-SOIL-CTRL | Difference <br> SC5-SC1 | $\begin{aligned} & \text { Latitude } 45^{\circ}-90^{\circ} \\ & \text { Flux } \end{aligned}$ | CTRL | SC1 | SC5 | SC-NONE | Difference SC-SOIL-CTRL | $\begin{aligned} & \text { Difference } \\ & \text { SC5-SC1 } \end{aligned}$ |
| Incident solar | 28.61 | 28.87 | 28.21 | 28.12 | -0.48 | -0.66 | Incident solar | 212.40 | 210.81 | 213.52 | 216.71 | 4.31 | 2.71 |
| Absorbed solar | 17.30 | 17.35 | 17.06 | 16.97 | -0.32 | -0.29 | Absorbed solar | 125.28 | 124.27 | 123.62 | 122.65 | -2.63 | -0.65 |
| Reflected solar | 11.31 | 11.53 | 11.15 | 11.15 | -0.16 | -0.38 | Reflected solar | 87.13 | 86.54 | 89.91 | 94.06 | 6.93 | 3.36 |
| Heat flux into ground | -11.94 | -9.95 | -17.70 | -22.04 | -10.10 | -7.75 | Heat flux into ground | 4.02 | 4.15 | 5.49 | 9.92 | 5.90 | 1.34 |
| SH flux | 19.02 | 18.83 | 19.57 | 19.63 | 0.62 | 0.74 | SH flux | 31.91 | 32.20 | 30.51 | 28.60 | -3.31 | -1.69 |
| LH flux | 8.42 | 7.91 | 10.03 | 10.85 | 2.43 | 2.12 | LH flux | 24.86 | 24.60 | 24.47 | 23.25 | -1.61 | -0.13 |
| Snow melt heat flux | 1.27 | 1.26 | 1.17 | 0.97 | -0.29 | -0.09 | Snow melt heat flux | 8.27 | 7.93 | 8.55 | 8.33 | 0.06 | 0.61 |
| JJA |  |  |  |  |  |  | SON |  |  |  |  |  |  |
| $\begin{aligned} & \text { Latitude } 45^{\circ}-90^{\circ} \\ & \text { Flux } \end{aligned}$ | CTRL | SC1 | SC5 | SC-NONE | Difference SC-SOIL-CTRL | Difference SC5-SC1 | $\begin{aligned} & \text { Latitude } 45^{\circ}-90^{\circ} \\ & \text { Flux } \end{aligned}$ | CTRL | SC1 | SC5 | SC-NONE | Difference SC-SOIL-CTRL | $\begin{aligned} & \text { Difference } \\ & \text { SC5-SC1 } \end{aligned}$ |
| Incident solar | 284.15 | 286.65 | 286.65 | 287.97 | 3.82 | 0.32 | Incident solar | 72.38 | 72.30 | 72.73 | 73.00 | 0.62 | 0.43 |
| Absorbed solar | 209.49 | 212.95 | 209.01 | 206.88 | -2.61 | -3.94 | Absorbed solar | 55.59 | 55.63 | 55.86 | 56.03 | 0.44 | 0.23 |
| Reflected solar | 74.66 | 73.71 | 77.96 | 81.08 | 6.42 | 4.25 | Reflected solar | 16.79 | 16.68 | 16.88 | 16.97 | 0.18 | 0.20 |
| Heat flux into ground | 15.45 | 14.08 | 19.34 | 21.56 | 6.11 | 5.27 | Heat flux into ground | -13.21 | -12.95 | -15.26 | -17.83 | -4.61 | -2.32 |
| SH flux | 56.76 | 57.97 | 53.71 | 52.10 | -4.66 | -4.26 | SH flux | 32.44 | 32.19 | 32.30 | 32.30 | -0.14 | 0.11 |
| LH flux | 35.51 | 36.04 | 35.53 | 34.44 | -1.08 | -0.51 | LH flux | 12.92 | 12.78 | 13.27 | 13.62 | 0.70 | 0.49 |
| Snow melt heat flux | 3.62 | 3.34 | 5.46 | 6.34 | 2.72 | 2.11 | Snow melt heat flux | 0.90 | 0.89 | 0.86 | 0.79 | -0.11 | -0.03 |

Averaging is done by season; December through February (DJF), March through May (MAM), June through August (JJA), and September through November (SON)

Fig. 14 Annual differences in evapotranspiration rate ( mm per day) for SC-SOIL minus CTRL and SC-HI minus SC-LO

shifted to runoff, helping to explain regions where the soils are drier. Most areas, however, actually indicate wetter soils; over these same regions there are large reductions in evapotranspiration (Fig. 14), driven by two different factors. Physical evaporation decreases are largely a response to cooler air temperatures, reducing the evaporative demand of the atmosphere. Just as important, however, are changes in transpiration, the flux of water from the soil to the atmosphere through the plants.

Figure 15 shows the differences in the beta transpiration function for the April through August period, the period that encompasses all or most of the growing season (when transpiration is most active) in the Northern Hemisphere. The beta function represents soil moisture limitations on transpiration, the surface to atmosphere fluxes of water through the vegetation. Values for the function range from zero to unity, where zero completely shuts down transpiration and one indicates soil moisture does not limit transpiration. The beta function is a function of soil wetness (i.e., liquid moisture in the soil) and rooting depth (i.e., how much of the soil moisture the plant can access). The increases in ground ice in our experiments influence
the beta function (and, subsequently, transpiration) by modulating soil wetness: the soil wetness decreases as soil liquid water content declines or increased ground ice content hinders water uptake by roots. In our scenarios we saw little reduction (and, in fact, some increases) in total soil water (frozen and liquid). However, there was a significant shift from liquid soil water to soil ice with the colder soils. This led to large reductions in transpiration (via the beta function) that contributed to the overall decrease in evapotranspiration. Transpiration directly influences ecosystem functioning through photosynthesis. Within the model, the beta transpiration function directly impacts $V_{\text {max }}$, the maximum rate of carboxylation, an important input into the photosynthesis calculation. Our high conductivity/low insulation experiments show widespread decreases in photosynthesis (Fig. 16). It is difficult to ascribe the reduction in photosynthesis directly to the reductions in transpiration from increased ground ice content, as soil and air temperatures may also be influencing photosynthesis. The change in the beta transpiration function, however, does suggest that hydrologic factors may be playing a role, in addition to temperature.

Fig. 15 April through August differences in beta transpiration factor (unitless) for SC-SOIL minus CTRL and SC-HI minus SC-LO


We present the changes in total soil moisture (Fig. 12) cautiously. In general, permafrost soils are close to saturation, as permafrost provides an impenetrable barrier to water movement (Lawrence and Slater 2005; Serreze et al. 2003). Permafrost soils (and most soils) in our CTRL simulation, however, are almost uniformly below saturation. As mentioned previously, this dry soil bias in CLM3 is reduced by hydrologic adjustments (Lawrence et al. 2007), but it is not eliminated, as some of the error comes from the atmosphere model, CAM3 (Dickinson et al. 2006). Therefore, some of the soil moisture increases in our model may reflect simply a reduction in the dry soil bias from reductions in evapotranspiration.

### 3.4 Surface energy balance

The first order effect of changing the snow thermal conductivity will be to modify the heat exchange between the soils and atmosphere. To confirm that the differences in our scenarios are driven primarily by this anomalous flux, we look at the high and mid-latitude ( $45^{\circ} \mathrm{N}-90^{\circ} \mathrm{N}$ ) surface
energy balance for the Northern Hemisphere, where most of the model response occurs (Table 2). During DJF and SON, changes in the surface energy balance are dominated almost entirely by changes in the ground heat flux, with anomalous heat fluxes directed from the ground to the atmosphere. There are some minor increases to the latent heat flux in DJF, but these are small and tend to be localized in areas with anomalously high soil moisture. In MAM and JJA ground heat flux anomalies are reduced somewhat in magnitude and switch signs, signifying an anomalous flux from the atmosphere into the soil. During these seasons, however, there also appear to be large anomalies in other components of the surface energy balance. The increase in incident solar radiation is driven by reductions in cloud cover, a consequence of reduced evapotranspiration and lower atmospheric moisture. The increase in reflected solar radiation and reduction in absorbed radiation are caused by increased albedo associated with increased snow cover during these seasons. Albedo increases reach 0.12 and 0.15 in MAM and JJA, respectively, associated with increases in fractional snow coverage of up to 0.40 in both seasons. The increased snow cover is partially a result of minor snowfall increases

Fig. 16 April through August differences in photosynthesis ( $\mu \mathrm{mol} \mathrm{m} \mathrm{m}^{-2} \mathrm{~s}^{-1}$ ) for SC-SOIL minus CTRL and SC-HI minus SC-LO

in some areas, but is primarily a result of delayed snowmelt from lower near-surface air temperatures. The energy balance table highlights some of the seasonal characteristics of various snow feedback mechanisms. During fall and winter, anomalies associated with the thermoinsulation effect (i.e., the ground heat flux) dominate over the other anomalies. In the spring and early summer, however, anomalies associated with snow albedo feedbacks (i.e., reflected and absorbed radiation) reach similar magnitudes as the ground heat flux. These results suggest altered snow conductivity may also affect the soil and surface climate indirectly by, for example, altering snow cover and surface albedo.

## 4 Conclusions

We used a global general circulation model to test the sensitivity of land surface and climate processes to snow thermal conductivity. Our study differs from other climate modeling studies investigating snow in the climate system (e.g., Vavrus 2007) in that we examined the thermoinsulation effect independent of other snow properties. We found
some results consistent with other theoretical studies (e.g., Molders and Walsh 2004): higher snow thermal conductivity (scenarios SC-SOIL and SC-HI) led to significantly colder soils that remained cool (relative to CTRL and SCLO) even into the summer/snow-free season. Soil temperatures cooled as much as 20 K in winter; these negative anomalies were reduced, but still carried over into the summer. The increased heat exchange was also enough to significantly influence near-surface air temperatures, leading to wintertime temperature increases of about +3 to +6 K . The colder soils, in turn, also drove increased heat flux into the ground during the summer, with resulting air temperature anomalies of -1 to -2 K . This is a result that has not been previously reported, showing the potential for changes in land-atmosphere heat exchange to influence near-surface climate. Somewhat surprisingly, the magnitude of model response was similar for both the theoretical (SC-SOIL minus CTRL) and realistic (SC-HI minus SCLO) comparisons. This finding could be related to the fact that, in the Northern Hemisphere, CTRL thermal conductivity values are biased towards the low end of the observed range (Fig. 1). The model responses in hydrology,
photosynthesis, and snow cover suggest that temperature changes associated with altered conductivity can significantly alter other components of the land surface as well.

The thermoinsulative effect of snow can be altered by either changing the snow quantity, adding or removing snow, or quality, by altering snow density (e.g., Sokratov and Barry 2002; Zhang et al. 1996). Through melting and refreezing, compaction, and contact metamorphism, the conductivity of snow can change substantially over time. With warmer temperatures, snowpack can be substantially reduced or completely removed. If this occurs in the autumn, when the conductivity effects outweigh the albedo effects (Zhang 2005), this may act to counter surface warming induced by albedo related snow cover feedbacks (Groffman et al. 2001; Handy et al. 2001; Vavrus 2007). The work we present shows that, even over realistic bounds, changes in snow conductivity alone can be substantial enough to cause a significant response at the land surface and near-surface climate. This adds an additional level of uncertainty to various GCM projections of changes in permafrost (e.g., Anisimov and Nelson 1997; Anisimov et al. 1997; Goulden et al. 1998; Stendel and Christensen 2002; Lawrence and Slater 2005). If the models do not accurately capture either the quantity of snow (depth or cover) or quality of snow (the thermal conductivity) over time (either seasonally or interannually), this conductivity effect could lead to erroneous or diverging predictions. Results here also support other recent studies, showing the important role low thermal conductivity layers (such as snow or organic matter) have on permafrost dynamics and soil temperatures within global climate models (Alexeev et al. 2007; Lawrence and Slater 2007).
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